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ABSTRACT 
In order to satisfy all the requirements computer 

networks have to be monitored. Most modern network 
devices support sFlow – a source of very detailed 
information about traffic in the network, but only few, 
mostly commercial, applications are able to use it. We 
created a framework for flow measurement based on sFlow 
and RoundRobinDatabase, so information can be easily 
accessed by NOC and network administrators. 

I. INTRODUCTION 

During the recent years computer networks have 
dramatically increased the core bandwidth. Widespread 
Internet becomes more and more popular. All these 
factors are conductive to the deployment of new services 
like grids, videoconferencing, etc. But the bandwidth is 
not everything that the today’s applications require. The 
quality of service – latency, jitter, packet loss - becomes 
equally important. Computer networks have to be 
monitored and managed at every layer of ISO/OSI model 
to satisfy all the requirements and expectations and to 
provide service consistent with an appropriate service 
level agreement (SLA) . 

There are many multi-vendor network management 
applications and measurement tools available on the 
market and used by network administrators [1]. In 
practice, many National Research and Education 
Networks replace them with GNU GPL-based software 
like MRTG [2] or Nagios [3] because of lower price and 
more flexibility.  

The trouble is that those tools still have poor support 
for network layer. 

The recent years of network operation have shown that 
the monitoring of the network layer is a must, especially 
in case of new services like digital channels. If there is 
quality degradation in the network, it has to be 
determined which part of the network it is responsible for. 
Detailed traffic measurements are necessary to efficiently 
engineer the network. 

A powerful source of information about network is 
sFlow [4] - multi-vendor sampling technology embedded 

within switches and routers. It provides the ability to 
continuously monitor application level traffic flows at 
wire speed on all interfaces simultaneously.  

The current tools for network monitoring are limited in 
their support of sFlow. The need to automate the analysis 
and presentation is critical for efficient operation of wide 
scale network NOC like NREN NOC. This problem of 
providing NOCs with data collection and presentation 
tool is an area of our research focus. 

In order to have a better insight into network traffic we 
decided to use the application sflowtool [5] which listens 
for sFlow samples, decodes them and displays as a text in 
a human readable format.  A Perl script is used for storing 
the traffic data in the RoundRobinDatabase [6] format 
common for GNU GPL licensed network management 
tools.  

Because of hard interpretation of the raw data obtained 
using the aforementioned application we decided to create 
a framework alternative to the original approach. 

The first attempt at implementing this approach was 
undertaken at the Polish NREN PIONIER [7] NOC for 
generating Ethernet VLAN traffic reports. The system 
which is available via Web interface gave the NOC the 
capability to quickly aggregate, analyse and present data. 
It can be easily extended to provide other information 
about the type of service, ports, AS numbers available 
with the use of sFlow. 

In this paper we illustrate technology for a monitoring 
framework for collection and presentation of sFlow data. 
We also present the deployment experience gained with 
using it within the Polish NREN and highlight the impact 
of this application on the NOC operation. The results of 
the prototype implementation will also be presented in a 
form of network traffic measurements, followed by a 
discussion on future work. 

II. PROBLEM 

The first attempt to monitor network traffic using 
sFlow samples was undertaken using Perl script 
sflowRRDLoad available as one of sflowutils. The aim of 
this script is to monitor the usage of the interfaces. 

The results were not satisfying. The sFlow sampling 
rate on the PIONIER network elements is set for all 
interfaces, so the number of sampled packets from a 



given interface depends not only on the sampling rate, but 
also on the sFlow status on other interfaces 
(enabled/disabled). Each change of sFlow configuration 
caused changes in the outcome of the monitoring system 
making the results difficult to interpret and not reliable. 
We will discuss it on an example.  Let us assume that we 
have eight interfaces (numbered from 1 to 8), each one 
with the same volume of traffic. sFlow is enabled only on 
the first interface, but the sampling rate is set per the 
whole device. So we count every packet crossing the 
switch but the sampled packets are taken only from 
interface number one, which is sFlow-enabled. And now 
let us analyse the following cases: 

- traffic on interfaces 5 to 8 is tripled, so the total 
volume traffic crossing the switch is doubled - we receive 
twice more samples from the first interface. 

- sFlow is also enabled on the second interface - the 
total number of samples remains the same, but only half 
of them concerns traffic on the first interface. 

However, this is only part of the problem. Cases 
described above do not apply to devices with sFlow 
sampling set per each interface independently. In such a 
case, if we used the aforementioned sflowRRDLoad Perl 
script, it should be enough to multiply interface sampled 
traffic volume by sampling rate to get the total volume of 
traffic for this particular interface. It may also happen that 
the results differ from the ones obtained using the MRTG 
tool and SNMP counters. One of the possible reasons is 
that there can be packet loss between the sFlow-enabled 
device and the sFlow collector. The question then arises 
whether we should tune the multiplying factor in order to 
achieve matching results. 

Another problem to overcome is data loss for VLANs 
with very low network usage. Every sampled packet feeds 
the appropriate period in the RRD file. For periods where 
no packet has been sampled, the RRD tool does not write 
data point to the database. The problem occurs during 
time aggregation when none of the techniques used by the 
RRD tool engine is acceptable, e.g. if we want to 
aggregate periods of time with and without data points the 
RRD tool can only take one of two actions: mark the 
whole period as “no data available” or calculate the 
average for a given volume of traffic values and extend it 
to cover the whole time period.  

III. MONITORING FRAMEWORK 

We first define some notation we use in this section: 
• T  the total traffic on the interface; 
• v  the traffic on a particular VLAN on that 

interface; 
• s  VLAN’s share on that interface. 

Using the sFlow and Perl script has many advantages. 
sFlow can deliver very detailed information about 
network traffic and Perl is flexible in processing data – it 
can be easily tailored to satisfy all the needs. 

Originally for each sampled packet the data has been 
acquired and then appropriate RRD file updated with the 
value corresponding to the sampled packet size. Then the 
RRD system takes care of putting the value in an 
appropriate period. But, as we mentioned, the number of 

sampled packets may vary regardless of the real traffic 
volume. 

We also observed that if traffic did not change, the 
proportions between different VLANs remained at the 
same level, even if we changed sampling rate or sFlow 
status on other interfaces. 

Because of difficulties in the interpretation of absolute 
values, we decided to monitor relative values. For every 
VLAN attributed to an interface we monitor its share in 
the total traffic T on that interface which is Tvs /= . 

With the solution proposed here to observe the VLAN 
traffic, we have several stages of processing: 

Step 1 – acquiring data 
From every sample we take the IP address of agent, 

input and output interface, VLAN number and packet 
size.  

Step 2 – dividing time into periods 
The current timestamp is taken from the localhost and 

checked if the measurement period has elapsed. 
Step 3 – updating files 
If the measurement period has elapsed, we update files 

storing data collected so far in step 4 (ratio s ). For each 
file we check the last timestamp update, and if it is older 
than the end of the previous period, we feed all missing 
periods with value 0. Data is stored in files with the 
following naming convention: <agentIP>-<interface>-
<VLANnumber>.rrd. After updates all the collected data 
are flushed and a new period begins. 

Step 4 – data processing 
Data acquired in step 1 is collected. It is stored in two 

hash tables: one for interfaces and another one for 
VLANs on the interface.  

In comparison to the original approach, only step 1 
remains untouched. Because we calculate the share s , we 
have to wait for the time period to finish (step 2) and if it 
has not elapsed, store the value temporarily in the hash 
table (step 4). We increment the traffic volume T  and 
VLAN traffic v  with the size of the sampled packet. Step 
3 is the clue. First of all, for every VLAN we calculate 
the ratio s . It is worth remembering not to divide by zero 
in case of unidirectional traffic. 

Before we explain how the framework solves the 
problem of filling RRD files with the 0 value, let us focus 
on the RRD options. There are two important 
configuration options: xff and heartbeat. Xff concerns 
aggregation when data from a few short periods of time is 
aggregated into one value to save the occupied filesystem 
space. If we have periods of time with some values mixed 
with periods when no data was available, xff is a 
threshold how many periods with out data are taken into 
account during aggregation. For example, xff=1/3 means 
that to aggregate 6 periods into 1 it is required to have at 
least 4 values; otherwise the whole period is marked as 
“no data”. 

And now if we do not have any sampled packets, we 
will not update the RRD file. Let us take a look at what 
can happen then: 



 
Figure 1. Two cases of aggregation mixed periods with values and 
period with “no data” 

In the first case shown on Figure 1 one period is 
marked “no data”, so that period is excluded from 
calculating the average and as a result this period is 
treated as it would have an average value. 

In the second case there is not enough values, so these 
values are lost and whole aggregated period is marked as 
“no data”.  

Our experience shows that we can avoid such situation 
using the heartbeat option. This option tells us how long 
the last update remains valid. For example, if we have 5-
minute periods, heartbeat is set for 24h we can feed RRD 
twice a day and there will be no “no data” periods 
because the last update value will be split to fill all the 
periods between updates. So generally very long 
heartbeat solves our problem. Unfortunately, the tests run 
over the national network showed that it leads to 
distortions and the total sum of traffic on all VLANs on 
the interface varies between about 95% and 105% of total 
interface traffic volume T , which can be confusing and 
not reliable. 

To avoid distortions and keep the sum on the 100% 
level at all times before each RRD update we check the 
last update timestamp and fill all lacking periods with 
value 0. 

If we want to get absolute values about traffic (in bps 
or Bps), it is enough to multiply VLANs share s  by 
values taken from MRTG statistics (which use SNMP). 

The solution presented above is a must in case of 
devices where sFlow sampling is set per the whole 
device. The main advantage remains the fact that we can 
change the sampling rate and the monitoring system does 
not require any changes nor reconfiguration.  We also 
have no dilemma which results (MRTG or sFlow based) 
are closer to the real values. 

To give the administrator a powerful tool to visualize 
the data, we also created a website frontend. It is written 
in PHP and uses the MySQL database. It consists of two 
tables: one for network devices and one for interfaces. 
The database is used to make a relation between rrd files 
produced by the MRTG and VLAN monitoring system. 

IV. IMPLEMENTATION 

The framework has been successfully implemented and 
is currently running in the Polish NREN PIONIER 
Network Operation Center for the generation of Ethernet 
VLAN traffic reports and substantially helps network 
administrators to diagnose packet-switched network 
traffic problems. The tool collects data from 16 
BlackDiamond switches which operate the national 
backbone of 10 Gb/s and run 278 VLANs. There is a 
central data collector where the whole data is sent. The 
sFlow collector is running on the PIII 500 system with 
512 MB RAM powered by FreeBSD. The CPU usage is 
about 5%, sflowtool and Perl script uses about 10MB of 
RAM. There are 5424 rrd files (including 2349 updated 
during the last 24 hours) occupying 350 MB disk space in 
total.  

Figure.2 shows the Web interface for sFlow monitoring 
application. 

 
Figure 2 Website frontend for VLAN monitoring system 

V. CONCLUSIONS AND FURTHER WORK 

The described framework uses the sFlow technology 
which is present in today’s widely deployed packet-
switched networks and enhances tools which could be 
easily used to show traffic data and detect network 
problems in a user-friendly graphical way. 

There are also some unresolved problems which 
remain as future work. We would like to reduce space 
occupied by files updated more than 1 month before. 
Growing popularity of the IPv6 protocol and the fact that 
it is supported by sFlow makes us consider the tool useful 
also for monitoring the IPv6 traffic  

If we wanted to extend monitoring with other 
parameters, we would have to change the Perl script 
which requires deep analysis of the script itself and some 
Perl fluency. There is also a possibility of introducing 
some errors every time we modify the script and to crash 
the monitoring system. Works done in the area of Data 
Stream Management Systems [8] showed that for the 
future it is recommended to replace the Perl script by 
DSMS. 



It is also worth analysing the possibility of archiving 
sFlow streams and to create an advanced filtering 
framework to make backward statistics possible for all 
possible network parameters. 
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