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Abstract

A topology of point-to-point interconnections is an efficient way to network a cluster of computers with
well-defined communication patterns. Such a specialized topology allows parallelized programs to run
with little penalty. Combining a specialized topology with a local area network (LAN) decreases traffic
on the LAN and increases redundancy in the entire combined network.

We developed a hierarchical hypercube topology for a cluster of personal computers (PCs). A hier-
archical hypercube is a hypercube topology with links of different speeds. Links representing the first
dimension are the fastest, whereas those representing higher dimensions are successively slower. This
sequence of speeds forms the hierarchy in this topology.

The cluster’s topology was designed for the macromolecular mechanics program CHARMM [1], specif-
ically the distributed global sum and broadcast operations [2] that account for most of the data exchange
among processes in our cluster. CHARMM’s implementation on a hypercube topology has the property
that it transmits and receives different amounts of data through different dimensions [2], as depicted in
fig. 1(a). The amount of data transferred in each successive dimension is halved. For this communication
pattern not all of the links are used efficiently if they are all of the same speed. Only links representing
the first dimension are saturated, therefore these limit the performance of the whole topology. However,
if the underused links representing higher dimensions are replaced with slower (and cheaper) ones, then
only some performance is lost, yet the cost of implementing the topology is greatly reduced. Care must
be taken to ensure the replacement links remain fast enough so as not to be saturated and hence limiting.
The resulting topology would have links with speeds proportional to the data transferred on them.

Our cluster is composed of 32 processors in 16 PCs with gigabit and fast Ethernet networking. We used
the system bus between two processors for the first dimension of the hypercube, gigabit point-to-point
links for the second, and a fast Ethernet switch for the remaining three dimensions. This configuration
is depicted in fig. 1(b). The fast Ethernet switch is also used for general network traffic on the LAN.

We performed comparisons of the described hierarchical hypercube topology to other topologies, the
most interesting of which is solely a fast Ethernet switch, as it is a popular PC clustering solution [4]. The
benchmark was a macromolecular simulation using the CHARMM program [1]. We tested configurations
with hypercubes of up to 32 processors.

A similar approach to the hierarchical hypercube may be employed for a cluster of servers to allow
running parallel programs, to reduce general network traffic, and to increase redundancy.

Using point-to-point links between computers reduces the need for LAN networking gear such as
switches and hubs. Any two servers that exchange much data are connected with a direct link. In an
existing setup, such connections serve mostly to increase the redundancy of a cluster, yet also to alleviate
the traffic on a hub or switch. Complete redundancy of a cluster can be achieved if every server has at
least one direct link to another server [3, 4].

Servers, such for dynamic web content or computational requests, in a cluster with dedicated point-
to-point links may serve requests by running several serving processes on different servers while using
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the links to communicate among them. Instead of using traditional load balancing to distribute requests
among multiple computers, parallelized serving software handles a request in parallel. The cluster’s links
should reflect the communication between the computers running the serving software. Requests can
thus be processes faster, but the total throughput of the system remains approximately the same [3, 4].

We have determined that the hierarchical hypercube topology is more efficient than using only a switch
to connect the component PCs. The computational speedup compared to other topologies becomes more
significant as the number of processors is increased, which demonstrates the effectiveness of the topology
for the cluster [5] and allows a greater number of processors to be used. However, it is not efficient to
use too many processors in parallel as the communication overhead may become too great, leading to an
actual decrease in performance [3]. In addition, the number of processors is limited by the number of
links each processor may have. With typical PCs and network interface cards, a hypercube with point-
to-point links is limited to around five dimensions, or six for multiprocessor machines. Such a limit can
be overcome by using a hierarchical hypercube in which the higher dimensions use a switch.

A topology designed according to the characteristics of a sy stem can greatly enhance its performance.
Specialized topologies of point-to-point links allow parallelized programs to efficiently run on a cluster of
servers while also decreasing LAN traffic and making the network more redundant.
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